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Abstract—Current TCP protocols have lower throughput In [5], the TCP standard mechanisms are identified which
performance in satellite networks mainly due to the effects of long provide the best performance in satellite networks. However, to

propagation delays and high link error rates. In this paper, anew r knowledge, these identified problems are still not solved to
congestion control scheme called TCP-Peach is introduced for date [37]

satellite networks. TCP-Peach is composed of two new algorithms, ) . .
namely Sudden Start and Rapid Recovery, as well as the two Inthis paper, we introduce TCP-Peach, a new congestion con-

traditional TCP algorithms, Congestion Avoidance and Fast trol scheme for satellite networks which is an end-to-end so-

Retransmit. The new algorithms are based on the novel concept |ution to improve the throughput performance in satellite net-
of using dummy segments to probe the availability of network works.

resources without carrying any new information to the sender. Th . ized foll In Section Ii t
Dummy segments are treated as low-priority segments and € paper IS organized as toflows. In section 1i, we presen

according|y they do not effect the de”very of actual data traffic. the problems Of TCP in Sa.te”ite netWOI‘kS and the related WOI‘k.
Simulation experiments show that TCP-Peach outperforms other We introduce TCP-Peach in Section Il and describe its behavior
TCP schemes for satellite networks in terms of goodput. It also jn Section IV. In Section V, we evaluate the performance of TCP-

provides a fair share of network resources. Peach through simulation. Finally, in Section VI, we conclude
Index Terms—Congestion control, high bit error rates, long the paper.
propagation delays, satellite networks, TCP protocols.

Il. TCP ISSUES INSATELLITE NETWORKS AND RELATED WORK

|. INTRODUCTION A. Slow Start Issues in Satellite Networks and Related Work

B OTH experimental and analytical studies [30] confirm that | the beginning of a new connection, the sender executes
the current TCP protocols have performance problemsgie Sjow Start algorithm to probe the availability of bandwidth

networks with long propagation delays and relatively high linkjong the path [27]. The time required by the Slow Start to reach
error rates such as satellite networks [37], [33], [6]. From thepit rateB is [37]

view of TCP, the throughput is reciprocal to tteeind-trip time

(RTT) of a connection, and is approximately proportional to the tsiow start = RTT - (1 +log, B - RTT/I) (1)
congestion windowewnd) which represents the amount of un-

acknowledged data the sender can have in transit to the recewbere RTT is the round-trip time arldis the average packet

[39]. length expressed in bits. Equation (1) is satisfied iffredayed
In satellite networks, TCP throughput decreases because [#¥¢K Option[13] is notimplemented, i.e., the receiver sends one
[33], [6]: acknowledgment (ACK) for each received segment. In Table |,

« the long propagation delays cause longer duration of tHé€ give the duration of the Slow Start phase for different types

Slow Starphase during which the sender may not use t§¥ satellites, i.e., Low Earth Orbit (LEO), Medium Earth Orbit
available bandwidth; (MEO) and Geosynchronous Earth Orbit (GEO) satellites, and

- the TCP protocol was initially designed to work in netfor different values of3, whenl = 1 kB, which is a common

works with low link error rates, i.e., all segment losse¥alue for segment size. . o _
sender decreases its transmission rate each time a $8§€iver sends one ACK for each two received segments, then
ment loss is detected. This causes unnecessary throughpgttime required by the Slow Start to reach the bit Etbe-
degradation if segment losses occur due to link errors, @&Mes even higher than indicated in Table I. For the sake of
it is likely in satellite networks. simplicity, in the following we assume that the delayed ACK
mechanism [13] is not implemented.
, _ _ Many actual TCP applications, like HTTP, are based on the
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TABLE |
DURATION OF THE SLOW START PHASE FORLEO, MEO,AND GEO SATELLITES
Satellite Type | RT'T LStowStart tSiowStart tStowStart
(B=1Mb/sec) | (B=10Mb/sec) | (B=155Mb/sec)
LEO 50 msec | 0.18 sec 0.35 sec 0.55 sec
MEO 250 mesc | 1.49 sec 2.32 sec 3.31 sec
GEO 550 msec | 3.91 sec 5.73 sec 7.91 sec

* Increasing Initial Window (lIW) [4]. The congestion
window cuwnd! is initially set to a value larger than 1

ered. Since these low-priority data segments may be lost
easily, the sender needs to enhance its recovery algo-

but lower than 4, i.e.] < cwnd < 4. With this option,
tsiow Start Values reported in Table | can be reduced by up
to (3 - RT'T) which can still be very high.

TCP Spoofing[29], [10]. A router near the source sends
back ACKs for TCP segments in order to give the source
the illusion of a short delay path. TCP spoofing improves

rithms [36].

Problem 2 Fast Start can be used only if a recent value
of the congestion window for the same path is available
at the sender. This requires that within a short time the
same server (sender) transfers several files to the same
user (receiver), which may often not be the case.

throughput performance but has some problems [37]:

Problem 1 The router must do a considerable amour, grror Rate Issues in Satellite Networks and Related Work
of work because it becomes responsible for the correct initially developed f ireli ks wh h
delivery of the TCP segments it acknowledges to the TCP was initially developed for wireline networks where the

source. link error rate is low, such that the majority of the segment losses
Problem 2 Spoofing requires ACKs to flowthroughtheis due to network congestions. Thus, the sender assumes that

same path as data. On the contrary, in Internet it is Ver?} segment losses are cgused by congestions and accordingly it
common that ACKs flow through a different path tharf€creases its transmission rate. _
data. Although the application oforward error correction(FEC)

Problem 3 If the path changes or the router crasheglgorithms can increase the reliability of satellite links, satellite
data may get lost. networks have several orders of magnitude higher error rates

Problem 4 If IP encryption is used, the scheme canndhan the wireline networks [2], [37]. As a result, we cannot ig-
be applied. nore the errors in satellite links and assume that all segment

« Cascading TCPor Split TCP [7]. TCP connection is losses occur due to congestions. This assumption may lead to

divided into multiple connections. This solution has thdrastic and unnecessary decrease in resource utilization [2], [8],

same problems as TCP spoofing with the exception (], [16], [18], [20], [24], [37].

Problem 2 [37]. This problem could be solved if TCP could distinguish
 Fast Start [36]. The Fast Start algorithm, alternative tovhether segment losses occur due to network congestion or due

the Slow Start algorithm, is introduced for Web transfer® link errors [20]. However, this is currently infeasible [37].

in [36]. The basic idea of the Fast Start is to reuse the In [3], the authors suggest to decouple error and congestion

values of the transmission rate from the recent past. Ho@entrol. TCP would then be responsible only for congestion con-

ever, the transmission rate used in the past might be twol while the error control is handled by the link layer. However,

high for the current actual network condition, which mayhis solution is impractical because the link layers of all subnet-

lead to congestion in the network. Thus, the TCP segworks composing the Internet need to be redesigned.

ments transmitted during this Fast Start period are carriedAn alternative solution is that the sender could contain an

by low-priority IP packets so that the throughput of acalgorithm which can distinguish between congestion and errors.

tual data segments treated as high-priority segments wilbwever, such an algorithm must be very reliable. In fact, if

not be decreased. Note that one of the eight bits of thigis algorithm does not respond correctly to an actual network

Type of Servic€TOS) field—now renameDBifferentiated congestion, the network utilization decreases drastically [37].

Service(DS) field—in the IP header specifies the priorityTo our knowledge, such a reliable algorithm does not exist to

of the packet [38], whereas more recent IP implementeate.

tions aimed to support thBifferentiated Service Model

(DiffServ) can define several priority levels. Experiments [ll. TCP-PEACH

in [36] show the effectiveness of the Fast Start algorithm TCP-Peach contains the following algorithréaidden Start

compz_ared to Slow Start. However, the Fast Start has tE(:f‘mgestion Avoidang¢d-ast Retransmjtand Rapid Recovery
following problems:

Problem 1 The transmitted low-priority segments carry.> highlighted in Fig. 1. The Congestion Avoidance and
. . ow-p Y seq CaME st Retransmit algorithms may be those proposed either in
new information to the receiver, thus, they are still dat?CP—Reno [28] or by TCP-Vegas [14], [15], [1]. Sudden Start

segments, and if they are lost, then they must be rec%hd Rapid Recovery are the new algorithms and are presented

1in the following, we consider theegmenas the unit of data. in Sections IlI-B and 1lI-C, respectively. The new algorithms
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Sudden_ Sudden.Start( )
_Start(} cwnd=1;
T = RTT/rwnd;

send(Data_Segment) ;
for (i=1 to rwnd - 1),

Congestion_ wait(r);
Avoidance() send (Dummy_Segment) ;
Rapid_ end;
Recovery() end.
Timeout Yes Fig. 2. TCP-PeactSudden Start().
Fast_ elapsed

Retransmit()

e If wdsn # 0, then thewdsn value is decreased by one,
i.e.,wdsn := wdsn —1, and the congestion window value
cwnd remains the same.

The variablewdsn is used in order to match the behaviors of
TCP-Peach and TCP-Reno [28] when the network is congested,
i.e., this guarantees that TCP-Peach is TCP-friendly [23]. In the
Fig. 1. TCP-Peach scheme. beginning of a new connection;dsn is set to zero.

TCP-Peach requires that all routers in the connection path
support some priority discipline. In traditional IP networks, the
IP TOS can be used for this purpose [38]. In fact, one of the eight
bits of the TOS field in the IP header gives the priority level of
the IP packet [38]. Instead, more recent IP versions, e.g., IPv6
[19], explicitly provide several priority levels.

Dummy segments are low-priority segments generated by theCurrently, some routers in the Internet do not apply any pri-
sender as a copy of the last transmitted data segment, i.e., tbgyy policy. However, in the near future, the Internet will sup-
do not carry any new information to the receiver. port quality of service through the DiffServ [11], which requires

The sender uses the dummy segments to probe the availabdiyrouters to support multiple service classes. As a matter of
of network resources. If a router on the connection path is caact, all recent commercial routers, e.g., Cisco series 7000 and
gested, then itdiscards the IP packets carrying dummy segmerst$00 [17], support at least the IP TOS.
first. Consequently, the transmission of dummy segments does ow-priority segments are used in [12] to measure the avail-
not cause a throughput decrease of actlah segments.e., able bandwidth in the network to conduct admission control.
the traditional segments. If the routers are not congested, them ow-priority segments are also used in [36] to improve the
the dummy segments can reach the receiver. The sender setgitfdrmance of TCP. However, the low-priority segments in [36]
or more of the six unused bits in the TCP header to distinguigke different from the dummy segments because:
dummy segments from data segments. Therefore, the receivei) They are not used to probe the availability of network
can recognize the dummy segments and acknowledge them t0" resqyrces. In fact, their objective is to carry information
the sender. The ACKs for dummy segments are also marked {4 the receiver more rapidly without harming other flows.
using one or more of the six unused bits of the TCP header andz) Since they carry new information to the receiver, they are
are carried by low-priority IP segments. This requires simple 4| data segments, and if they are lost, then they must be
modification of the receiver implementation. The sender inter-  (gocovered.

prets the ACKs for dummy segments as the evidence that ther%) They are used only in the beginning of a new connection.
are unused resources in the network and accordingly, can in-
crease its transmission rate. B. Sudden Start Algorithm
The TCP-Pegch sendt_'-:_r can venfy_whetherthe receiver ImIOIt:‘L'I'he Sudden Start substitutes the Slow Start [27] in Fig. 1.
ments the required modification during the Sudden Start. If the T o . 7
. e . Letrwnd, which is specified by the receiver, be the maximum
required modification is not implemented, TCP-Peach sender, ) X -
L . value for the congestion windowwnd. As shown in Fig. 2,
stops transmitting dummy segments, i.e., TCP-Peach behat\ﬁes o . ) 2
. € basic idea of the Sudden Start is that in the beginning of
like TCP-Reno [28]. : : .
. : a connection, the sender sets the congestion windew to 1
In the following sections we show that the ACKs for th%n after the first data segment, it transritend — 1) dumm
dummy segments transmitted during the Sudden Startand Ra ei&lments ever 9 ' ne= y
Recovery are received during the Congestion Avoidance phase-c.J y
Consequently, the Congestion Avoidance is modified in TCP- 7 = RTT/rund. )

Peach.
We introduce the variabledsn. Upon receiving an ACK for  As aresult, after on&7°7", the congestion window sizevnd
a dummy segment, the sender checks the valueish.. Then: increases very quickly. Note that the sender can estimate RTT
* If wdsn = 0, then the congestion windowwvnd is in- during the connection setup phase.
creased by one, i.ecund := cwnd + 1. Now we explain the Sudden Start algorithm in detail.

Yes

are based on the use dimmy segmentshich are explained
in Section IlI-A.

A. Dummy Segments
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Fig. 3. Comparison between TCP-Peach and TCP-Reno in the beginning of a new connection.

Suppose that a new TCP connection begins at time). In Fig. 3 we compare the TCP-Peach (solid lines) and the
e 0<t< RIT: TCP-Reno (dashed lines) in the beginning of a new connec-

The sender transmits a data segment first adi@n. In the upper plot, we show the behavior of the conges-
(rwnd — 1) dummy segments, in such a way thation window cwnd dependent on timé The time unit consid-

the data and dummy segment transmissions are uniforn@§gd in Fig. 3 is set equal t87°7". In the bottom plot, we show
distributed in an interval equal tBZ'T". Then, it executes acked(t), which is the number of acknowledged data segments
the Congestion Avoidance. in the time interval0, ¢]. These plots were obtained by consid-
e« RTT <t < 2-RTT: ering therwnd equal to 64 segments. It can be seen that the
The ACKs related to the data and dummy segmengs!dden Start reachesond (64 segments) much earlier than
transmitted in the time intervél < + < RTT arrive at the Slow Start algorithm. Moreover, it can also be seen in the
the sender. Sincexdsn = 0, for gny received ACK re- bottom plot that the Sudden Start algorithm delivers data seg-

lated to a dummy segment, the sender increasesitg, Ments much faster than the Slow Start.

by 1 and transmits a new data segment. In this period, t

e . .
data segments are transmitted at the same watg;, of EL Rapid Recovery Algorithm

the ACK arrivals. Note that ¢k is approximately The Rapid Recovery substitutes the classical Fast Recovery
algorithm [28] with the objective of solving the throughput
. [ one segment degradation problem due to link errors highlighted in Sec-
UACK = min g ——=——, ) tion 11-B.

As shown in Fig. 1, when a segment loss is detected through
whereg is the maximum achievable rate with the currently.dup duplicate ACKs, we use the original Fast Retransmit al-
available bandwidth and is given in (2). As a result, at gorithm [28]. After completing the Fast Retransmit algorithm,
timet =~ RTT, the transmission rate of the sender jumpae apply the Rapid Recovery algorithm, as in Fig. 4, which will
suddenly from{one segment/ RT'T to vack. Note that terminate at the timégnn, when the ACK for the lost data seg-
if the receiver does not implement the modifications ranent is received, as shown in Fig. 5. Consequently, the Rapid
quired by the TCP-Peach scheme, then the ACKs for tiRecovery lasts folR7’7". Then, the sender will enter the Con-
dummy segments will not arrive in the expected format. festion Avoidance phase as depicted in Fig. 1.
this is the case, the sender stops transmitting dummy segThe Rapid Recovery first keeps the classical Fast Recovery
ments and starts to use the TCP-Reno [28]. conservative assumption that all segment losses are due to net-
t=~2 RIT work congestion because the TCP layer does not know anything
At this time, the ACK related to the last transmittecabout the exact causes for the losses, i.e., due to network conges-
dummy segment is received by the sender, i.e., the Cdion or due to link errors [37]. Accordingly, the sender halves its
gestion Avoidance continues as in [28]. congestion windowwnd, as in TCP-Reno [28]. Thus, ifvnd
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Rapid_Recovery() the sender to increase its congestion window when the first

CWM:C:’"‘”Z’ cwndo/2 ACKs for dummy segments are received during the
fv‘fiss':;i v:;‘;"_d” Congestion Avoidance.

inﬂ_seg:O;, After receiving cwndy /2 ACKs for dummy segments, the
trenr=t; sender increases its congestion windew.d by one segment
END=0; each time it receives an ACK for a dummy segment.

while (END=0)
if (ACK_ARRIVAL)
if (DATA_ACK_ARRIVAL)
ewnd=cwnd+1;
infl_seg=infl_seg+1;
else if (DUMMY_ACK_ARRIVAL)
if (wdsn=0)
cwnd=cwnd+1;
infl_seg=infl_seg+1;

We setnpummy €qual tocwndy. As a result, if all dummy
segments are ACKed to the sender, then the congestion window
cwnd reaches the value it had before the segment loss was de-
tected, i.e.cuwnd = cwndp.

Note that the retransmitted segment may get lost.tkel
be the time when the lost segment is retransmitted. If at time
(tretr + RTO), no ACK has been received for the retransmitted

else segment, then this segment may be lost. Accordingly, the Rapid
wdsn=wdsn-1; Recovery is terminated and the sender executes the Sudden Start
gndi because the loss may be due to heavy network congestion.
ena;

if (cwnd>nackseg)
while (cwnd>nackseg)

Now we explain the Rapid Recovery Algorithm, shown in
Fig. 4, in detail. In the beginning, the sender sets some variables:

send (Data_Segment) ; .
nackseg=nackseg+1;
end;
else if (adsn>0)
send (Dummy_Segment) ;
send (Dummy_Segment) ;
adsn=adsn-2 ;
end;
if (LOST_SEGMENT_ACKED)
END=1;
cwnd=cwnd-infl_seg ;
end;
end;
if (£>tR+RTO)
Slow_Start();
end;
end;
end.

L]

Fig. 4. TCP-PeactRapid Recovery().

was equal tewndy, then it becomeswnd = cwndy /2, which

means that the sender will transmit approximatelynd, /2

data segments during the Rapid Recovery phase. .
Moreover, in order to probe the availability of network

resources, the sender transmits a certain numbgt,m,, of

dummy segments. Note that the value fdummy Will be

cund = cund/2.
adsn = 2 % cwnd.

The variableallowed dummy segment numigedsn),
is the number of dummy segments that the sender is al-
lowed to inject into the network. Initially, the sender sets
adsnequal tonpummy Which is given by

NDummy = cwndo =2.cund (4)

wdsn = cwnd.
infl_seqg = 0.

The sender can artificially inflate the congestion
window cuwnd during the Rapid Recovery phase. The
variable in fl_seg gives the amount thatwnd was
inflated.
tRetr = ¢

The variabletr., is set equal to the current time,
Note thattgr.t, iS approximately the time when the lost
data segment has been retransmitted.

END =0

The variableEN D is a Boolean. WhetbND = 1,
the Rapid Recovery terminates. The sender initializes
END = 0.

derived in the following. The ACKs for the dummy segments Then, until the end of the Rapid Recovery algorithm, upon
will be received after the ACK for the lost data segmenteceiving an ACK for a data segme(DATA_ACK_ARRIVAL),
i.e., they will be received when the sender is in Congestiahe sender artificially inflateszwnd by 1 and then checks

Avoidance phase, as shown in Fig. 5.

whether it can transmit a new data segment or not. If it cannot,

If the segment loss is due to congestion, then the congesied, if cwnd is lower than or equal to the amount of unac-
router can servewndy segments per round-trip time, approxiknowledged data segmentsackseg, (cwnd < nackseg),

mately. As a result, the network will accommodatedhe.d, /2

then the sender checks thé@sn value. If adsn > 0, then

data segments, which have high priority, anehdy /2 dummy the sender transmits two dummy segments and decreases the
segments out of theipummy dummy segments transmittedvalue of adsnby two. Finally, when the lost data segment is

during the Rapid Recovery phase.

acknowledged LOST_SEGMENT_ACKED), cwnd is reduced by

Therefore, the sender must not increase its congestithe amount it was artificially inflated beforép fi_seg, i.e.,

window cwnd when it receives the firstwndy/2 ACKs for

(cwnd = cwnd — infl_seg), adsn is set to 0, the Rapid

dummy segments. In fact, these ACKs cannot be considefRdcovery phase is completeEND = 1) and the Congestion
as the sign that the loss was due to link errors, i.e., not dAeoidance is executed. The arrival of an ACK for a dummy
to network congestion. With this objectiveydsn is set to segmen{DUMMY_ACK_ARRIVAL) is treated such as the ACK of

cwndo/2, 1.e., wdsn =

cwnd, in Fig. 4. This will prevent data segments, but the congestion windewnd, is inflated
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L — Dummy Segment Transmissions

|

ACK (Retransmitted Data Segme

ACK (Dummy Segment) #2

-Dummy Segment Transmission #1
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- Dummy Segment Transmission
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Rapid Recovery Congestion Avoidance
Fast Retransmit

Fig. 5. Rapid Recovery phase.

only if wdsn = 0. Otherwise cwnd is not increased and the
valuewdsn is decreased by one. as well as their ACKs are lost. These ACKs reach the

Ifattimet > (gt + RTO), the sender is in the Rapid Re- sender between timg and¢; wheret; ~ to + RIT.
covery phase, then none of the ACKs for the retransmitted datae ¢ = ¢&
segment and the dummy segments have been received within
RTO. This may be due to heavy network congestion. Accord-
ingly, the sender terminates the Rapid Recovery and executes
the Sudden Start.

Note that the Rapid Recovery algorithm relies oalf
clocking i.e., data segment transmissions are triggered by
receiving ACKs [32], in such a way that the amount of data
segments in the network is kept at a constant level which
guarantees the network stability.

cwndy. Suppose that none but the first of these segments

(cwnd = cwndy/2, nackseg = cuwndy, wdsn =
cundy /2, adsn = cwndp).

Let ¢} indicate the time instant immediately aftey.
Suppose that at timg the sender detects the data segment
loss through receivingdup duplicated ACKs. According
to the Fast Retransmit algorithm [28], the sender retrans-
mits the lost data segment whose ACK is now expected
to arrive at timet;. As shown in Fig. 1, the Rapid Re-
covery then starts and the sender setad = cwndy/2,
adsn = cwndy andwdsn = cuwndp/2. It follows that at
IV. TCP-PEACH BEHAVIOR IN CASE OF SEGMENT LOSSES time

In this section, we present the behavior of TCP-Peach when
a segment loss is detected. Thus, we show how the Rapid Re-
covery and the Congestion Avoidance work together. We con- |
sider two different cases:

Case 1 The segment loss is due to link errors (Sec-
tion IV-A).

Case 2 The segment loss is due to network congestion
(Section 1V-B).

cund < nackseg = cwndy. (5)

to <t <t (wheret' = tq+ 0.5 RIT)

(cwnd < nackseg, nackseg = cwndy, wdsn =
cundy /2, adsn > 0).

Upon receiving each ACK for data segments, the
senderinflatesits cwnd by one, thus, (5) holds until the
time ¢ when the sender receivesnd,/2 ACKs. Note
that(t' =~ to + 0.5 - RTT). Since the congestion window
cwnd is smaller than the amount of unacknowledged data
nackseg in the time intervall¢g, ¢], it follows that (5)
holds; therefore the sender cannot transmit any new data
segment. Upon receiving each ACK, the sender trans-
mits two dummy segments and decreagésn by two

A. Segment Losses Due to Link Errors

Let ¢ be time instance given in Fig. 6.

ot =ty
(cwnd = cwndy, nackseg = cwndy, wdsn = 0).
Lett, indicate the time instant immediately befage

Suppose that the congestion window of a sendewisd
at time ¢, . Thus, there are approximatetyvnd, out-
standing unacknowledged data segmentsjig:kscg =

segments. Thus, the dummy segments are transmitted at
double the transmission rate of the data segments before
to. If the network supports this rate, then the dummy
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t=ta‘ p t<=t<f 1y<t<t,
cwnd=cwndy /2 cwnd>=nackseg f2<=cwnd<cwnd,
nackseg=cwnd, cwndy/2<nackseg<cwndy cwng?m d;:c,?a ckseg 0
“;d;:=cw"d0/2 wdsn=cwndy/2 wdsn=0

n=cwndy

) v h f2 13 -
=) ] to<t<t’ 1=t / 1 <t<= 1=ty t
cwnd=c?mdo cw,,dé’ =nackseg cwnd=cwndy/2 cwr‘nd=cwr?d0/2 cwnd=cwnd,
nackseg=cwnd nackseg=cwnd, nackseg=cwndy/2 nackseg=cwndo/2 ~ nackseg=cwndy
wdsn=0 wdsn= ] wdsn=cwnd/2 wdsn>0 wdsn=0
adsn >=
Rapid Recovery Congestion Avoidance
Fast Retransmit

Fig. 6. Rapid Recovery behavior when a segment loss occurs due to link

segments will be received and ACKed by the receiver.

At time ¢/, the sender parameters arend = cwndy,
nackseg = cwndy, wdsn = cwndgy, andadsn = 0.
Moreover, there will be the ACKs ofwndy/2 data
segments expected by the sender, anchdy, dummy
segments in the path.
v <t<t

(cwnd > nackseg, cundy/2 < nackseg < cwndy,
wdsn = cwndo/2).

In the time intervalt’, ¢4, the sender inflatesuvnd by

one segment upon receiving each ACK. After each infla-

tion the congestion window become@snd = nackseg+

1. Consequently, the sender transmits a new data segment
andnackseg is increased by one. If there is no conges-

tion along the path in the time intervil, ¢], the sender

receives the ACKs approximately at the same rate it was

transmitting beforety. Therefore, it also transmits new

data segments approximately at the same rate it was trans-

mitting beforet,.
t =1

(cwnd = cwndy/2, nackseg = cwndy/2, wdsn =
cwndy[2).

At time ¢, the sender receives the ACK of the lost an
retransmitted data segment. Thennd is decreased by

errors.

Note that in the time intervdk,, ¢2] the sender does
not transmit any new data segment because the relation
cwnd = nackseg = cuwndy/2 always holds.
to < t < t3 (Wheretz =~ t; +0.5- RTT)

(cwndo/2 < cwnd < cwndy, cwnd > nackseg,
wdsn = 0).

The sender receives the ACKs for the lagtnd,/2
dummy segments transmitted in the time intefjvg) ¢'].
Since thewdsn value is 0, the sender increasesnd by
one segment each time it receives an ACK. As a result,
cwnd = nackseg + 1, and thus, the sender transmits a
new data segment and increasesthek seg value by one
segment.

t =t

(cumd = cwndy, nackseg = cwndp).

At time t§, the congestion window igwnd = cwndy
and the number of outstanding data segments is
nackseg cwndy. The TCP parameterscifnd,
nackseg andwdsn) are the same as they were before the
data segment loss was detected.

Note that the only effect of a segment loss due to link errors
is that the sender stops transmitting new data segments in the
time intervals[to, t'] and]¢y, ¢-]. If there is enough bandwidth
available, then in the time interval < ¢ < ¢3, the sender trans-

the amount it was artificially inflated before and thusmits new data segments at double the rate it was transmitting
cund cundg /2. In this way, the Rapid Recoverybefore the data segment loss was detected. If there are enough
phase is over and the sender enters the Congestiesources, the only effects of a data segment loss due to link er-
Avoidance phase as shown in Fig. 1. Note that singers on the throughput is that the sender transmitsd, /2 less

the ACK for the retransmitted segments also acknowdlata segments.

edges all data segments transmitted before time ¢, InFig. 7, we compare the Rapid Recovery (solid lines) and the
there are onlywndy/2 outstanding data segments, i.e.Fast Recovery (dashed lines) algorithms. In both cases, we force

nackseg = cundy /2, attimet = ti".
1 <t< 1t (Wheretg ~t; +0.25- RTT)

(cwnd = cwndy/2, nackseg = cwndp/2, wdsn >
0).

The sender receives the ACKs for the fikstndy /2
dummy segments transmitted in the time intefjvg) ¢'].
Sincewdsn is higher than 0, i.eawdsn > 0, the sender
does not increase the congestion window size.d, and
decreases the value afdsn by one. At timets, wdsn
reaches the value 0, i.evdsn = 0.

the 100th segment to be lost at tifge= 0 when the congestion
window cwnd is equal to 30. In the upper plot, we show the be-
havior of the congestion windowwnd dependent on time, and

in the bottom plot, we show the number of acknowledged data
segmentsicked(t). We assume®TT = 0.55 s. The segment

loss is detected approximately attime: (to+R77T) = 0.55S.
Accordingly, in the bottom plot of Fig. 7, the congestion window

for both TCP-Peach and TCP-Reno is halved, eend = 15
segments. Then the TCP-Peach sender executes the Rapid Re-
covery, whereas the TCP-Reno executes the Fast Recovery [28].
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Fig. 8. Rapid Recovery behavior when segment losses occur due to network congestion.

In both cases, during this period the congestion windawd B. Segment Losses Due to Network Congestion

is inflated by one segment for each ACK received. The sender

receives the ACKs for 27 segments, thus the congestion windovJn order. to .be good netv;/ork citizera :OW SthUId declzgase
cwnd increases up to 42 segments in the bottom plot of Fig. LPS transmission rate by a factor two when the netvyor '?c’ coq-
Attimet ~ (to+2- RTT) = 1.1 s the sender receives the aAckdested [23]. Here we show that TCP-Peach complies with this

forthe lost segment. As aresult, both TCP-Peach and TCP-RéﬂBUirer_nem' ) ] ) )
decrease the congestion window, i@gnd = 15 segments Consider a single connection flowing through a link. teée

and enter the Congestion Avoidance phase. In this phase, {fé instance given in Fig. 8.
TCP-Peach receives the ACKs for the dummy segments trans-« ¢ = ¢

mitted during the Rapid Recovery phase. Accordingly, in the (cwnd = cwndy, nackseg = cwndy, wdsn = 0).

bottom plot of Fig. 7 fromtime = (tc+2.5-R7TT) = 1.375st0 Suppose that the congestion window of a sender
timet = (to+3-RTT) = 1.65 s the congestion windowwn.d is cwndy at time ¢g. Thus, there are approximately
for TCP-Peach increases from 15 to 30 segments. In this phase, cwnd, outstanding unacknowledged data segments, i.e.,
the congestion windowwnd for TCP-Reno [28] increases by nackseg = cwndy.

only one segment pgt7"T" [39]. This explains why in the upper ¢ = t&

plot of Fig. 7,acked(t) increases more rapidly for TCP-Peach (cwnd = cwndy/2, nackseg = cwndy, wdsn =

than the TCP-Reno. cwndo /2, adsn = cwndp).
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Suppose that at time, the sender detects the data increase the congestion window sizend, and decreases
segment loss through receivingiup duplicated ACKs. the value ofwdsn by one. At timets, wdsn reaches the
Suppose that the above segment loss is due to network value 0, i.e.avdsn = 0.
congestion, i.e., the connection path can accommodate Note that in the time interval:, ¢3] the sender does
at most a transmission rate given approximately by not transmit any new data segment because the relation

cundy /RTT. cwnd = nackseg = cuwndy/2 always holds.
According to the Fast Retransmit algorithm [28], the « ¢ > t§’
sender retransmits the lost data segment anc:setd — (cwnd = cwndy /2, nackseg = cwndy/2).
cuwndg /2. As shown in Fig. 1, the Rapid Recovery then At time ¢, the congestion window iswnd =
starts and the sender seigsn = cwndy andwdsn = cwndy/2 and the number of outstanding data segments
cwndg /2. is nackseg = cwndy/2 and there are no more dummy
* to <t <t (wheret’ =ty + 0.5 RI'T) segments or their ACKs in the network. Note that the
(cwnd < nackseg, nackseg = cwndo, wdsn = TCP parameters:{vnd andnackseg) are the same as in
cwndo/2, adsn = 0). the TCP-Reno case.

Upon receiving each ACK, the sendaflatesits cond |, Fig 9, we show that the behaviors of TCP-Peach and

by one segment, thus (5) holds until the tifflewhen  tcp_Reng are the same when a segment loss occurs due to
the sender receivesund/2 ACKs. Note that’ =~ ¢ +  peqwork congestion. We force the 100th segment to be lost
0.5- RT'T. Since the congestion windowwnd is smaller o network congestion when the congestion windewnd
than the amount of unacknowledged datakscg inthe i equal to 30. In the upper plot, we show the behavior of
time intervally, ¢'], it follows that (5) holds; therefore the o congestion windowswnd dependent onRZT, and in
sender cannot fransmit any new data segment. the bottom plot, we show the number of acknowledged data
Upon receiving each ACK, the sender transmits Wegmentsacked(t). We assumed?TT = 0.55 s. At time
dummy segments and decreasésn by two segments.  — (55 s, the sender (both in TCP-Peach and TCP-Reno
Accordingly, in the time intervallto, t] the sender case) detects a data segment loss and thus retransmits the lost
transmitscwndo dummy segments at a rate which isegment and halves its congestion windownd, as shown
approximately equal tewndo /(0.5 - RTT). Since the in the upper plot of Fig. 9. Fod.55 < ¢ < 0.55 + RTT, the
network path can accommodate at most a transmissigéhder executes the Rapid Recovery in the TCP-Peach case and
rate of cwndo/RTT, about the half of the transmittedthe Fast Recovery in the TCP-Reno case. In this time interval,
dummy segments are lost, i.e., ontyndo/2 dummy  the sender artificially inflates its congestion windewnd by 1

segments reach the destination. for each ACK received. Moreover, in the TCP-Peach case, the
Attime ¢/, the sender parameters areind = cundy, sender transmits dummy segments. At titne 0.55 + RT'T,
nackseg = cwndo, wdsn = cwndo/2 andadsn = the ACK for the retransmitted data segment is received.

0. Moreover, the sender is still waiting for the ACKs ofAccordingly, the sender decreases the congestion window
cwndp/2 data segments transmitted befegeand there cwnd by the amount it was artificially inflated and it enters the

arecwndy/2 dummy segments in the path. Congestion Avoidance phase. Since the data segment loss was
st <t <ty due to network congestion, in the TCP-Peach case, the majority
(cund > nackseg, nackseg > cwndy, wdsn = of the dummy segments transmittedats < ¢ < 0.55+ RTT
cundg /2). are discarded by the network because they have low priority.

In the time interval#, ¢ [, upon receiving each ACK, As a result, fort > 0.55 + RT'T, the sender does not increase
the sender inflatesvnd by one segment. After each infla-its congestion windowwnd, due to the arrivals of the ACKs
tion the congestion window i8vnd = nackseg+1. Con- for the dummy segments. This explains why TCP-Peach and
sequently, the sender transmits a new data segment di&P-Reno results overlap in Fig. 9.
nackseg is increased by one.

ct=1 V. SIMULATION EXPERIMENTS
(cwnd = cwndy/2, nackseg = cwndy/2, wdsn = .
cwndy /2). We evaluate the performance of TCP-Peach in terms of

At time #, the sender receives the ACK of the losgoodput and fairness through simulations when several con-

and retransmitted data segment. Themyd is decreased nections share the same link. More in detail, in Section V-A,
by the amount it was artificially inflated before and thusV® compare the goodput performance of TCP-Peach and
cwnd = cwndy/2. Moreover, there are onlywndy /2 TCP-Reno in satellite networks, while in Section V-B, we

outstanding data segments i;ea,ckseg — cwndy /2 evaluate the fairness of TCP-Peach. Further simulation results

s t1 <t <tz (Wheretz = ¢ + 0.5 RTT) along with an analytical model of TCP-Peach can be found in

(cwnd = cwndy/2, nackseg = cwndy /2, wdsn > [34].
0).

The sender receives the ACKSs for thend, /2 dummy A Goodput Performance
segments transmitted in the time intery&), ¢']. Since The TCP-Reno implementation considered here is suggested
wdsn is higher than 0, i.ewdsn > 0, the sender does notin [22] and is also known as New Reno because it removes
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Fig. 10. Simulation scenario.

certain problems of the original Reno [21], [26]. Also, we assegmentsywnd = 64 segments. We also assume that the link
sume that both TCP-Reno and TCP-Peach applhStiective capacity isc = 1300 segments/s which is approximately 10
Acknowledgmeni{SACK) option [31]. Experimental results in Mb/s for TCP segments of 1000 bytes. TR&'I’ value consid-
[25] show that TCP-New Reno augmented with SACK optioared isRTT" = 550 ms.
[31] gives the best performance in satellite networks. All the results shown in this section have been obtained by
We simulate the system in Fig. 10 whé¥esenders transmit considering the system behavior #,,,,1.tca = 550 S, which
data toNV receivers through a satellite channel. Note that ak 1000 times the round-trip time value. Preliminary experi-
though we consider only a GEO satellite system, we have ahents on the physical testbed provided by “ACTS Experiment
tained similar results for LEO and MEO satellite systems d&4—Investigation of TCP Performance Relative to Distinguish
well. The N streams are multiplexed in the Earth Station Apetween Errors and Congestion” confirm the simulation results
whose buffer can accommodaté segments. Both data andshown in this section [35].
dummy segments may get lost due to link errors with a prob-In Fig. 11 we compare the goodput values of TCP-Reno and
ability Ppoes. As in [25], we assume thaV = 20, K = 50 TCP-Peach for different values of loss probabilities due to link
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Fig. 11. Goodput performance comparison of TCP-Peach and TCP-Reno for
different values ofP; ... Fig. 12. Overhead introduced by dummy segments for different values of
Pross.

errors, Pro¢s.2 In Fig. 11, the goodput obtained using TCP- 1200
Peach is always higher than in TCP-Reno case. When the I
probability for link errors is low; .., < 1072, the goodput in-
crease obtained using TCP-Peach is mostly due to the Sudt o
Start Algorithm. In fact, packet losses due to link errors are vel
rare, i.e., almost all packet losses are due to network conge; soor
tion, thus, the Rapid Recovery does not give any advantage§
this case compared to Fast Recovery [28]. However/4QL, g
values higher than0—2, the goodput of TCP-Reno decrease‘s
because of the packet losses due to link errors. The goodi
of TCP-Peach is higher because using the Rapid Recovery sl
congestion window:wnd increases more rapidly when packet
losses occur due to link errors. 200- g
TCP-Peach obtains higher goodput transmitting dummy se
ments. Since dummy segments do not carry any new inform
tion, they cause overhead in the network. In Fig. 12, we sho %o %0 50 1000 200 7460 7800
the overhead dependent #h.... As it can be seen in Fig. 12, ¢ (packetsec)
when P, = 1072, the overhead is equal to 17.21%, whiclrig. 13. Goodput performance comparison of TCP-Peach and TCP-Reno for
is the maximum value. However, in the same case, TCP-Pedifigrent values of the link capacity.
achieves 30.65% higher goodput than the TCP-Reno as shown

in Fig. 11. one web page are received, the sender then begins to transmit a
In _Flg. 13, we show the goodput of.TCP—Peach and TCP-ReRaw web page. In Fig. 14, we show the average time needed
for different values of the link capacity We assume®, .ss = by each TCP-Peach sender to transfer a web pageSwiths0

5 - 107%. Note that for low values of the link capacity the ~ segments. Note thag., is an important performance parameter
goodput values obtained by TCP-Peach and TCP-Reno aregfep users. In Fig. 14, we also show the simulation results in
most equal, because the majority of segment losses is due o Bgkes of connections using TCP-Reno [28] and TCP-Reno with
work congestion. For segment losses caused by link errors, {hg |ncreased Initial Window option [4]. We assume the SACK
congestion window:wnd of TCP-Reno is always small. As are-gption [31] is implemented in all cases. In Fig. 14, TCP-Peach
sult, in Fig. 13 the goodput for TCP-Reno does not exceed 6gnerforms TCP-Reno because the Sudden Start is faster than
packets/s even when the link capaaitig very high. The Rapid the sjow Start. In Fig. 15, we show the goodput values where
Recovery algorithm solves this problem, as shown in Fig. 131cp_-peach achieves the highest goodput performance.
Currently, we_b applications are very popular in the Internet. Now letd e, /Fast Start D€ the ratio between the goodput ob-
Therefore, we S|.mulated the case in Fig. 10 whE€réCP-Peach t5ined by TCP-Peach and the goodput obtained by TCP-Reno
senders transmit web pages, each wiegments. As Soon as ayjth the Fast Start modifications [36] (TCP-ReRoFS). In
web page transfer is completed, i.e., all ACKs $tsegments of rig 16 we ShOWpeacty/Fast stare dependent on the segment

) . , ) loss probability due to link errord’ ... In our simulations,
2The bit-error rate (BER) in satellite networks can be as high(as*. For TCP it files of The ti . b
TCP segments of 1000 bytes, the BER - gives a segment loss probability sources transmit files 6f segments. The time interval be-

P_... higher thanl0—2 even if a powerful decoding algorithm is applied. ~ tween two consecutive file transfers from a sender is equal to
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a random variable which is exponentially distributed with a
erage valueDT'. We considered1 = 1, 5, and10 s. For each

value of DT, the file sizeS was set in such a way thay DT is

constant. As a consequence, the offered traffic load is apProich are obta

imately constant. In Fig. 16, wheR; . is low andDT = 1

s, the performance of TCP-Peach and TCP-RerfeS [36] is
approximately equal, i.edpeact/Fast stare ~ 1. Otherwise, the
goodput of TCP-Peach is higher than the goodput of TCP-Ren
+ FS [36]. In Fig. 16, the value Qbpeact/Fast start INCreases
when P increases because the Rapid Recovery algoritqjg

becomes more effective. Also, we observe that whER in-

creases, then the value for the initial congestion window utilize
by the Fast Start becomes obsolete and therefore, may not beﬁ
propriate for the current traffic load condition. As a result, thﬁ

performance of Fast Start decreases as shown in Fig. 16.

B. Fairness
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Fig. 17. Fairness evaluation in a homogeneous scenario.

represent the number of segments acknowledged in the time
interval[0, ¢] for connectiort, fori =1, 2, ..., N.In Fig. 17,
we showacked;(t) dependent on timefori = 1,2, ..., N,
ined by simulating the system in Fig. 10 with
parametersvV = 10, K = 50 segmentsywnd = 64 segments,
¢ = 1300 segments/sPr.s = 0, RT'T = 550 ms, and
all connections using TCP-Peach. In Fig. 17, at any ttme
a&cedir(t) ~ acked;.(t), for any¢ andi”. This means that
each TCP-Peach connection is given a fair share of the system
sources. We obtained similar results using other values for
s(ystem input parameters.

2) Heterogeneous Caséle consider the system shown in
8.’ 18. There aré/ connections of typeX and N connec-
ons of typeY. All of them pass through the link connecting
the routers A and B, which is assumed to be the bottleneck. We
assume that the capacity of this congested link-is1300 seg-
ments/s. The round trip time and loss probability are assumed

1) Homogeneous Caséle assume that all connectiondo be R17; and P j, respectively, for connections of type

pass through the same path and run TCP-Peactudket];(t)

j=X,Y.
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Fig. 18. Simulation scenario for the fairness evaluation in heterogeneous environment.

v
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Fig. 19. Fairness evaluation in a heterogeneous scenario: satellite &gl 20. Fairness evaluation in a heterogeneous scenario: TCP-Reno and
terrestrial connections. TCP-Peach flowing through a GEO satellite channel.

In Figs. 19 and 20, (Peach) and (Reno) means that connggech as the case of a connection between the mail server of
tions X use TCP-Peach and connectidnsise TCP-Reno. We the School of Engineering of the University of Catania, Italy,
measure the fairness, as the ratio between the goodptit,, of  and the web server of the School of Electrical and Computer
connections of typeX, and the goodput;y-, of the connections Engineering of the Georgia Institute of Technology, Atlanta.
of typeY’, i.e. In Fig. 19, we show the fairmes8peac,/reno, Obtained in the

(Peach) & (Reno) case, i.e., TCP-Peach is used for satellite
¢=rx/ry. ( connections and TCP-Reno is used for terrestrial connections.
We also present the fairesggeno/reno, Obtained in the
Itis obvious that the fairness becomes highep approaches 1. (Reno) & (Reno) case, i.e., TCP-Reno is used for both terres-

Using TCP-Peach for satellite connections, we achievetréal and satellite connections. For the experiments in Fig. 19,
more fair share of resources between terrestrial and satelite usedV = M = 5, K = 50 segments andwnd = 64
connections than the TCP-Reno. In Fig. 19, we assume tkagments. In Fig. 19, we see that when TCP-Peach is used for
connectionsX pass through a GEO satellite link and thus thesatellite connections we obtain a higher fairness. This result
round-trip time is abouR7 7Ty = 550 ms and their loss prob- was expected because TCP-Peach helps satellite connections to
ability P s, x is assumed to b .. = 0, 107*, 1072, and recover from their problems presented in Section Il compared
10~2. Connectiong” are assumed to pass only through terre$s terrestrial connections.
trial links, thus no losses occur due to link errafoe, v = 0 Now we evaluate the fairness when connections of tipe
and theRTT values are lower. We assum&¥T" = 200 ms, using TCP-Peach and others of typgeusing TCP-Reno flow
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through the same path, i.e., a GEO satellite link. In Fig. 20, [9]
we show the fairnessreno/reack- We observe thabreno/reach

is much lower than 1, which is the approximate value for the
fairness if all connections use TCP-Reno. However, note thgig)
when, for examplePyoss, x = PLoss, vy = 1072, in the (Reno)
& (Peach) case the goodput for connections of tpandY” are 1]
rx = 12.1 segments/s and- = 100 segments/s, respectively,
whereas in the (Reno) & (Reno) case we hayes ry = 19.7  [12]
segments/s. This means that in the (Reno) & (Peach) case we
have a low decrease #y but a high increase iny . [13]
[14]
VI. CONCLUSION

In this paper, we introduced TCP-Peach, a new congestio[r%s]
control scheme improving the goodput performance and
fairness in satellite networks. TCP-Peach is based on the ugk]
of dummy segments, which are low-priority segments that do
not carry any new data to the receiver. TCP-Peach requirggy,
the routers along the connection to implement some priority18]
mechanism at the IP layer. Priority can be supported at the IP
layer by the Type of Service (TOS) option in the traditional ;4
IP, whereas IPv6 explicitly supports several priority levels.
TCP-Peach contains two new algorithms: the Sudden Start arieP]
the Rapid Recovery, as well as the Congestion Avoidance artgl]
the Fast Retransmit as presented in [28] or [14], [15], [1].

The main features of TCP-Peach is that it only requires modig2]
fications in the end user behaviors and that it is compatible with
traditional TCP implementations. If the receiver implements th(?23]
SACK option [31], straightforward modification of TCP-Peach
as presented here provides goodput performance improvement.
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